Numerous genes that might contribute to the development of diabetes mellitus and/or its complications have been isolated and characterized. One approach to determining whether these “candidate” genes influence susceptibility to diabetes is to compare the frequency of a DNA marker(s) (restriction-fragment–length polymorphism) for each gene in appropriately matched groups of patients and control subjects. The identification of a DNA-marker association would suggest that genetic variation at this gene may increase or reduce the risk of developing diabetes. However, the absence of an association does not necessarily imply that this gene does not contribute to the development of diabetes. We discuss the genetic rationale of disease association studies and the importance of sample size and disease-marker allele frequencies in these studies. Diabetes 38:947–50, 1989

The recognition that genetic factors contribute to the development of diabetes has spurred efforts to identify susceptibility genes. The region on human chromosome 6 encoding the human leukocyte antigens (HLAs) was the first to be implicated in diabetes susceptibility, based on a comparison of HLA allele frequencies between patient and control groups. The association of specific HLA markers with insulin-dependent diabetes mellitus (IDDM) susceptibility provided a guide for subsequent family and molecular analyses and illustrates how associations can contribute to the identification of susceptibility genes in a complex disorder (1). Unfortunately, disease-association studies with other candidate genes for IDDM and/or non-insulin-dependent diabetes mellitus (NIDDM), including insulin (2–5), insulin-receptor (6–8), T-lymphocyte–receptor β-chain (9–11), erythrocyte/HepG2 glucose transporter (12,13), and various apolipoprotein (8,14) genes, have not been as informative and, in fact, have often produced conflicting or inconsistent results. Our purpose is not to provide an exhaustive and critical review of association studies on diabetes but rather to consider the biological and statistical issues in the evaluation of such studies.

ASSOCIATION-STUDY DESIGN AND RATIONALE
Association studies compare patient and control groups with respect to some marker. Although early disease-association studies used serological, blood group, or enzymatic markers, most recent studies use DNA markers. The methods for typing these DNA markers, called restriction-fragment–length polymorphisms (RFLPs), are straightforward (15). Because many genes involved in carbohydrate and lipid metabolism as well as non-HLA components of the immune system (e.g., T-lymphocyte receptors) have been cloned and characterized with respect to RFLPs, markers are available for various candidate susceptibility genes for both IDDM and NIDDM. Thus, an investigator need only assemble appropriately matched groups of patients and nondiabetic control subjects, isolate DNA, type the individuals, and determine if the marker frequencies differ between the two groups.

The biological rationale for association studies of RFLPs relies heavily on the concept of linkage disequilibrium—the nonrandom association of alleles at different loci. Thus, the underlying supposition of an association study of RFLPs is that any allele frequency differences detected are due to linkage disequilibrium between alleles at the marker locus and alleles at a tightly linked locus that influences susceptibility to disease.

SELECTION OF PATIENT AND CONTROL GROUPS
The most important aspect of an association study is the selection of the patient and control groups. Because RFLP
allele frequencies can vary considerably among ethnic and racial groups, if patient and control groups are not appropriately matched, any observed associations may simply reflect the ethnic, racial, and/or admixture differences between the groups (e.g., 16). Ideally, the patient and control groups should be matched for race, ethnicity, and admixture (if relevant) as well as age, body mass index, and lifestyle. In practice, however, it is often difficult to match perfectly for each of these variables. As a consequence, some members of the control group are likely to have an unexpressed susceptibility to diabetes, thereby decreasing the ability to detect significant effects.

**STATISTICAL ANALYSES**

Group differences in a disease-association study may be assessed by comparing the number of alleles of each type in the patient and control groups with a $\chi^2$-test or equivalently by comparing allele frequencies in the two groups with a Z value. This approach is reasonably powerful and requires no assumptions about the mode of transmission of the disease susceptibility locus. Comparing genotype (or pooled genotype) frequencies is not necessary. The genotypic data are not unimportant, however, because they can be used to assess the evidence for mode of transmission of a susceptibility locus (i.e., recessive or dominant) once an association has been established (17).

An additional issue concerns the performance of multiple tests for association. When many loci are tested for association, some will show significant associations by chance. Candidate genes, by definition, have a reasonable prior probability of being involved in disease susceptibility. Correction for the number of candidate genes that might ultimately be tested would be conservative and possibly counterproductive. However, investigators should report the number of candidate genes actually tested so that readers may put results of all studies into a meaningful context.

A further complexity arises when multiple RFLPs have been characterized for a single candidate gene. When six or eight RFLPs are typed for each candidate gene, the number of possible tests becomes large even in studies considering only a few candidate genes. One solution to this difficulty is to consider the information on all RFLPs at a single candidate gene simultaneously by comparing patient and control groups for haplotype frequencies rather than allele frequencies (B). Among the advantages to this approach are that the information on all of the RFLPs is utilized in a biologically relevant manner, whereas the number of tests is reduced to the number of candidate genes being considered.

**SAMPLE-SIZE CONSIDERATIONS**

Predicting the sample size necessary to detect a statistically significant allelic association requires knowledge of the quantitative contribution of the locus to disease susceptibility, the mode of transmission of the susceptibility locus, and the degree of linkage disequilibrium between the susceptibility and marker loci. Because these variables will always be unknown when an association study is designed, it is virtually impossible to rationally specify sample sizes. However, it is instructive to calculate sample sizes necessary to detect associations with reasonable assumptions for NIDDM disease susceptibility loci (Table 1).

Consider disease susceptibility locus A with alleles A1 and A2 whose frequencies are $q_{A1}$ and $q_{A2}$ (where $q_{A1} + q_{A2} = 1$), and let A1 be the allele that increases susceptibility to diabetes. The penetrances for the three genotypes are denoted $f_{A1A1}$, $f_{A1A2}$, and $f_{A2A2}$ and are defined as the probability of being affected given that genotype (A1A1, A1A2, or A2A2, respectively). The cumulative incidence of the disease in a population can be denoted as $K$, and may be calculated from the penetrances and allele frequencies as

$$K = q_{A1}f_{A1A1} + 2q_{A1}q_{A2}f_{A1A2} + q_{A2}f_{A2A2}$$

In all the examples we considered, we fixed $K$ at .05 and have allowed for the disease susceptibility allele to be dominant but incompletely penetrant (i.e., $f_{A1A1} = f_{A1A2} < 1$). In addition, the susceptibility locus accounts for only a proportion of the affected individuals, denoted $Pr_{A1}$, and is calculated as

$$q_{A1}f_{A1A1} + 2q_{A1}q_{A2}f_{A1A2}$$

In the following table, we consider the contribution of susceptibility locus and level of linkage disequilibrium on sample size required to detect association.

<table>
<thead>
<tr>
<th>Example</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{A1A1}$</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.15</td>
<td>.95</td>
</tr>
<tr>
<td>$f_{A1A2}$</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.15</td>
<td>.95</td>
</tr>
<tr>
<td>$f_{A2A2}$</td>
<td>.035</td>
<td>.035</td>
<td>.035</td>
<td>.035</td>
<td>.04</td>
<td>.04</td>
<td>.01</td>
</tr>
<tr>
<td>$q_{A1}$</td>
<td>.008</td>
<td>.008</td>
<td>.008</td>
<td>.008</td>
<td>.008</td>
<td>.008</td>
<td>.008</td>
</tr>
<tr>
<td>$q_{A2}$</td>
<td>.30</td>
<td>.30</td>
<td>.30</td>
<td>.30</td>
<td>.30</td>
<td>.30</td>
<td>.30</td>
</tr>
<tr>
<td>$n(D)$</td>
<td>+.80</td>
<td>+.80</td>
<td>+.80</td>
<td>+.80</td>
<td>+.80</td>
<td>+.80</td>
<td>+.80</td>
</tr>
<tr>
<td>$q_{B1}(D)$</td>
<td>.205</td>
<td>.008</td>
<td>.294</td>
<td>.152</td>
<td>.167</td>
<td>.174</td>
<td>.068</td>
</tr>
<tr>
<td>n(5)</td>
<td>44</td>
<td>2415</td>
<td>80</td>
<td>154</td>
<td>97</td>
<td>82</td>
<td>291</td>
</tr>
<tr>
<td>n(8)</td>
<td>89</td>
<td>4933</td>
<td>164</td>
<td>3'4</td>
<td>197</td>
<td>167</td>
<td>595</td>
</tr>
</tbody>
</table>

$Pr_{A1}$, $f_{A1A1}$, $f_{A1A2}$: Penetrances for genotypes at susceptibility locus; $q_{A1}$, susceptibility allele A1 frequency; $Pr_{A1}$, proportion of affected individuals with disease due to susceptibility locus A; $q_{A2}$, marker allele B1 frequency for general population; $D'$, linkage disequilibrium between susceptibility and marker loci; $q_{B1}(D)$, marker allele B1 frequency expected in disease population; n(5), sample size (number of individuals) required to detect difference between $q_{B1}$ and $q_{B1}(D)$ with probability of .5, assuming significance level of .05; n(8), sample size required to detect difference between $q_{B1}$ and $q_{B1}(D)$ with probability of .8, assuming significance level of .05.
Thus, the proportion of phenocopies, i.e., individuals who have disease due to other loci or environmental factors, is $1 - P_{\text{true}}$ or $q_d^2 / q_r^2$. Locus B is a marker locus (e.g., an RFLP from a noncoding region detected with a probe for a candidate gene, locus A) in linkage disequilibrium with locus A; locus B has alleles B1 and B2 with frequencies $q_B$ and $q_{B2}$ in the general population. Linkage disequilibrium may be measured with the value $D'$, which provides an indication of the linkage disequilibrium relative to its theoretical maximum for a given pair of loci (18). Table 2 illustrates the calculation of $D'$ and provides an example of the expected frequencies of gametes with A1B1, A1B2, A2B1, and A2B2 under various levels of disequilibrium between the A and B loci. Once the penetrances and allele frequencies for susceptibility locus A, the allele frequencies for the marker locus B in the general population, and the degree of linkage disequilibrium between the two loci are specified, it is possible to calculate the marker allele frequencies expected for a disease population, which are denoted $q_B(D)$ and $q_{B2}(D)$, and the sample sizes are associated with the disease population in the general population and in the disease population. Seven examples are presented in Table 1.

**Example 1.** We consider a dominant susceptibility locus with relatively high penetrance but low susceptibility allele frequency, such that only 30% of affected individuals have disease due to locus A. This gene represents a major susceptibility factor but only in a few families. The marker locus allele B1 is found with a frequency of .1 in the general population and is associated with the disease susceptibility allele A1 ($D' = +.8$). Therefore, the B1 allele frequency expected for a population of individuals with disease is .205. Assuming a significance level of .05, the sample size required to detect this association, i.e., the difference between the B1 allele frequency in the general population and the B1 allele frequency in the disease population, with a probability of .5 is 74 and with a probability of .8 is 89. That is, if the true frequencies of B1 in the general and disease populations were .1 and .205, respectively, we would detect a significant difference in the B1 allele frequency between the two groups 50% of the time in a random sample of 44 patients and 44 control subjects and 80% of the time if we collected data on a random sample of 89 patients and 89 control subjects.

**Example 2.** All parameters are the same as in example 1 except the B1 allele is associated with allele A2 at the susceptibility locus; therefore, $D' = -.8$ instead of $+.8$ as in example 1. Because the common allele at one locus is associated with the rare allele at another locus, there is much less deviation from the haplotype frequencies expected under no disequilibrium than when the rare alleles at each locus are associated; therefore, the sample size required to detect the difference is large.

**Example 3.** The parameters for the disease susceptibility locus are the same as in examples 1 and 2, but the marker allele frequency in the general population, $q_{B1}$, is increased to .2, and the B1 and A1 alleles are associated ($D' = +.8$). Under these assumptions, the frequency of the B1 allele expected for a disease population is .294, and the sample sizes required to detect this difference are almost twice those required for example 1. Thus, the more similar the frequencies of the associated alleles, the easier it is to detect the linkage disequilibrium between the loci, and therefore the easier it is to detect the association. Even though the magnitude and the sign of linkage disequilibrium between the A and B loci were the same for examples 1 and 3, in example 1, an allele frequency .008 was associated with an allele with frequency .1, whereas in example 3, an allele with frequency .008 was associated with an allele with frequency .2, accounting for the difference in sample sizes required to detect the associations for these examples.

**Example 4.** The parameters for the susceptibility locus are the same, and we return the B1 allele frequency in the general population to .1, but we reduce the linkage disequilibrium between the A and B loci to $D' = +.4$. Under these conditions, the B1 allele frequency expected for the disease population increases to only .152, compared with the $q_B(D)$ of .205 from example 1 where $D' = +.8$. Therefore, we require more than triple the sample size of example 1 to detect the association produced in example 4.

**Example 5.** We consider the effect of reducing the proportion of affected individuals who have disease due to locus A. Although we retain the high penetrances for the susceptible homozygotes and heterozygotes, we reduce the proportion of affected individuals with disease due to locus A from 30% (examples 1–4) to 20% by reducing $q_{A1}$ from .008 to .005 and slightly increasing the penetrance in normal homozygotes. Keeping $q_{A1} = .1$ and $D' = +.8$, we find the expected frequency of B1 in the disease population is .167, and the sample sizes required to detect the association are more than twice those required for example 1.

**Example 6.** We demonstrate that not only the magnitude of the contribution from the susceptibility locus is important in the ability to detect an association but also how the contribution is made. The penetrances for the susceptible homozygote and heterozygote are reduced in example 6, but the susceptibility allele frequency is increased, so that the proportion of affected individuals with disease due to susceptibility from locus A is still 30%. The susceptibility locus in this example could represent one of a few common minor genes that interact to produce disease. Again, keeping $q_{A1} = .1$ and $D' = +.8$, the expected frequency of B1 in the disease population is .174. Comparing the sample sizes required to detect the association in example 6 with those required to detect the association in example 1, it is clear...
that the reduced penetrances decrease the ability to detect the association, even though the locus accounts for the same proportion of affected individuals in both examples.

**Example 7.** The susceptibility locus is the major factor accounting for disease in 80% of affected individuals and is therefore the major gene for disease susceptibility. However, because the susceptibility allele is associated with the common allele at the marker locus, relatively large sample sizes are needed to detect the association. Example 6 demonstrates how it is possible to detect significant associations with modest sample sizes and yet fail to find evidence for linkage. Conversely, example 7 demonstrates how it is possible for a major susceptibility locus, detectable through linkage studies, to show no evidence of association with tightly linked markers.

**INTERPRETING RESULTS OF ASSOCIATION STUDIES**

Critical evaluation of the results of an association study with RFLP markers requires consideration of many factors. Possible interpretations include chance, artifact, or that the marker examined is in linkage disequilibrium with variation that affects disease susceptibility. It is important to adequately describe the patient and control populations and to indicate how many tests for association were performed. Finally, it is important to emphasize that negative results (failure to detect an association) are not conclusive, because there may have been insufficient power to detect the contribution of that locus to disease susceptibility. Positive results are consistent with the possibility that a gene(s) in the marker region affects disease susceptibility. However, it is usually not possible from the association study to determine whether the susceptibility locus is a major or minor contributor to disease; linkage studies in families may aid in making that determination.

Are association studies worthwhile? We believe so, at least when properly designed and cautiously interpreted. Association studies should be considered exploratory and preliminary, with results requiring confirmation. It is possible that association studies will identify subgroups within NIDDM, just as the HLA association distinguishes IDDM and NIDDM. Such clarification of heterogeneity would be invaluable to family and linkage studies of NIDDM. Moreover, the possibility that NIDDM is largely multifactorial and/or polygenic, with rare major genes contributing most of the susceptibility in only a few families, cannot be rejected. If this is the case, association studies may be the only way of identifying the "polygenes" that contribute susceptibility to NIDDM.
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